The goal of the Monarch Project at Carnegie Mellon University is to develop networking protocols and protocol interfaces to allow truly seamless wireless and mobile host networking. The scope of our efforts includes protocol design, implementation, performance evaluation, and usage-based validation, spanning areas ranging roughly from portions of the ISO Data Link layer (layer 2) through the Presentation layer (layer 6). In this article, we give a status report of our current work in the Monarch Project, placing it in the context of broader efforts by the Internet mobile networking community.

Our work will enable mobile hosts to communicate with each other and with stationary or wired hosts, transparently making the most efficient use of the best network connectivity available to the mobile host at any time. To this end, the networking protocols must support adaptive operation in a number of ways. For example, host mobility means that protocols must be able to adapt packet routing to reach each mobile host in its current location. In addition, different wireless networks, intended for example for local-area, metropolitan-area, and wide-area use, make different tradeoffs in factors such as bandwidth, latency, error rate, and usage cost, providing different levels of quality of network connection with each wireless networking product or service. Network protocols should be able to adapt to optimize use of the best available network connection for each mobile host at any time. Further, in order to allow higher-layer protocols and applications to adapt to these changes in network connection quality, network protocols should be able to provide information to higher layers when such changes take place.

We are experimenting with our protocols in the context of the "Wireless Andrew" infrastructure, currently being built at Carnegie Mellon [10]. The Wireless Andrew infrastructure builds on the current wired network infrastructure on campus, consisting mostly of 10-megabit per second Ethernet equipment. For high-speed wireless access on campus, we are installing an AT&T WaveLAN network covering most of the campus buildings [32]. WaveLAN uses direct-sequence spread spectrum radio in the 900 MHz ISM band to provide a raw data rate of 2 megabits per second. For wireless access off campus or where otherwise out of range of the WaveLAN network, we are using Cellular Digital Packet Data (CDPD) [4]. The CDPD service uses idle voice channels on the existing AMPS cellular telephone network to transmit data packets at a raw data rate of 19.2 kilobits per second.

The Monarch Project is named in reference to the migratory behavior of the monarch butterfly. Each autumn, millions of monarch butterflies migrate from central and eastern United States and Canada to overwintering roosts in central Mexico; with the coming of spring, the monarch population again migrates northward. The name "Monarch" can also be considered as an acronym for "Mobile Networking Architecture."
In the next section of this article, we describe our work in routing packets to mobile hosts in a large internetwork, such as the Internet, and give an overview of our implementation work in this area. Next, we discuss the problem of routing in an ad hoc network of wireless mobile hosts, as might be needed in an area without established wireless networking infrastructure; we describe a new protocol we have developed for routing in such a network and summarize the results from a simulation of the protocol. We then describe our recent work in providing support for adaptive operation of higher-layer protocols and applications; we have developed an inexpensive protocol and API for notifying higher layers when the quality of a mobile host’s network connection changes as it moves between different locations, possibly including changes in the type of network in use at each location. Finally, we compare our work to related mobile networking research elsewhere and present conclusions.

Mobile Internetwork Routing

Existing internetworking protocols, including IP, NetWare IPX, ISO CLNP, and AppleTalk, do not support host mobility. In order to aggregate the routing information and routing decisions at each level of the internetwork topology, internetworking protocols use hierarchical addressing and routing schemes. For example, in the Internet, IP addresses are divided into a separate network number and host number; routers throughout the Internet need be concerned only with routing a packet to the correct network, and once there, it becomes the responsibility of that network to route the packet to the correct individual host. This routing aggregation becomes increasingly important as the size of the internetwork grows. The Internet, in particular, currently consists of over 6 million individual hosts, and this number has been doubling approximately every year. Indeed, new levels of hierarchy have been added to the Internet addressing scheme with subnetting [21] and CIDR [9], and additional support for further hierarchy is planned in IPv6, the new version of IP currently being designed for the Internet [2].

It is this hierarchy, however, that defeats host mobility. With hierarchal addressing and routing, packets sent to a mobile host can only be routed to the mobile host’s home network, regardless of the host’s current location possibly away from home. A mobile host could perhaps change its address as it moves from one network to another, but such changes can be difficult and error-prone; changing addresses involves modifications to a number of configuration files on the host and on network servers, and often requires all existing transport-level network connections to be restarted or the host to be rebooted. Instead, a solution is needed for correctly routing packets to any mobile host host in its current location given the host’s (constant) home address.

The IETF Mobile IP Protocol

The Internet Engineering Task Force (IETF) is the principal protocol standards development body for the Internet. Over the past few years, the IETF Mobile IP Working Group has been working to develop a standard for routing IP packets to mobile hosts in the Internet, and we have contributed a number of protocol designs to this effort [12, 13, 15, 23]. Working within the IETF provides a direct avenue for transferring the results of our research into the Internet community. In this section, we provide an overview of the basic IETF Mobile IP standard which is currently nearing completion [24].

Figure 1 illustrates the basic architecture of the protocol. In Figure 1, R1, R2, and R3 are routers, each connecting an IP subnet to a simplified Internet backbone. M is a mobile host whose home network is the network connected by R2 but which is currently connected to a wireless network through router R4. Each mobile host must have a home agent on its home network, which forwards IP packets to the mobile host while it is away from home. Here, router R2 is serving as the home agent for mobile host M, although any host or router on this home network could serve that role. When visiting any network away from home, each mobile host must also have a care-of address. Normally, the care-of address is the address of a foreign
agent within the local foreign subnet that has agreed to provide service for the mobile host; the foreign agent delivers packets forwarded for the mobile host to it on the local network. Here, router R4 is serving as the foreign agent for M. Optionally, if a mobile host can acquire a temporary IP address within the local subnet, such as through DHCP [7], it may instead use this temporary address as its care-of address; packets tunneled to the mobile host are tunneled to this temporary address, while the mobile host continues to use its home address for all other functions. In this case, the mobile host in effect operates as its own foreign agent with this temporary address.

To find a foreign agent with which to register, an agent discovery protocol is used. Agent discovery also provides a means for a mobile host to detect when it has moved within range of a different wireless network; it can detect when it has moved to a new foreign network when it receives an advertisement from a new foreign agent, and when it has returned to its home network when it receives an advertisement from its home agent. The agent discovery protocol operates as a compatible extension of the existing ICMP router discovery protocol [6].

When moving to a new location, a mobile host must register with its home agent so that the home agent always knows the mobile host's current care-of address. When using the address of a foreign agent as its care-of address, the registration takes place through that foreign agent so that the foreign agent can agree to provide service to the mobile host and knows that the mobile host is using this care-of address. The association between a mobile host’s home address and its care-of address is called a mobility binding, or simply a binding. Each binding has associated with it a lifetime period, negotiated during the mobile host’s registration, after which the registration is deleted; the mobile host must reregister within this period in order to continue service with this care-of address.

When sending a packet to a mobile host, a correspondent host simply addresses and sends the packet in the same way as any other IP packet, and the packet will thus be routed through the Internet to the mobile host’s home network. The correspondent host need not understand the Mobile IP protocol or know that the destination host is mobile. While a mobile host is registered with a care-of address away from home, the mobile host’s home agent must intercept any packets on its home network addressed to the mobile host. For each such packet intercepted, the home agent encapsulates the packet and tunnels it to the mobile host’s care-of address.

**Figure 1** Basic architecture of the IETF Mobile IP protocol
The default encapsulation protocol, known as “IP in IP” encapsulation, is illustrated in Figure 2. With this protocol, a new IP header (shaded) is wrapped around the existing packet. The source address in the new IP header is set to the address of the node tunneling the packet (the home agent), and the destination address is set to the mobile host’s care-of address. The protocol number (such as TCP or UDP) in the new IP header is set to the protocol number for “IP in IP” encapsulation. Once encapsulated, the packet is routed through the Internet in the same way as any IP packet addressed to the foreign agent, and only the home agent and foreign agent need know that tunneling is taking place. When the packet arrives at the foreign agent, the packet is processed by the encapsulation protocol at the foreign agent, as indicated by the protocol number in the IP header. The foreign agent removes the added header and transmits the packet to the mobile host over the local network interface on which the mobile host is registered.

The “IP in IP” encapsulation protocol adds 20 bytes (the size of an IP header) to each packet tunneled to a mobile host away from home. An alternative tunneling protocol, known as “minimal” encapsulation, is also defined within the basic Mobile IP protocol, and adds only 8 or 12 bytes to each packet. This protocol is illustrated in Figure 3. With this protocol, a small tunneling header (shaded) is inserted in the packet after the existing IP header, before any existing transport level header such as TCP or UDP. The destination address in the IP header is copied into the tunneling header and is replaced in the IP header by the mobile host’s care-of address. Similarly, the protocol number in the IP header is copied into the tunneling header and is replaced in the IP header by the protocol number indicating minimal encapsulation. Finally, if the original sender of the packet is not the node tunneling the packet (the home agent), the source address in the IP header is copied into the tunneling header and is replaced in the IP header by the tunneling node’s address,
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**Figure 2** Mobile IP tunneling using “IP in IP” encapsulation
and a bit is set in the tunneling header to indicate that the copied source address is present. When the packet arrives at the foreign agent, the original IP header is reconstructed and the tunneling header is removed, and the packet is transmitted locally to the mobile host. Although more efficient than “IP in IP” encapsulation, the minimal encapsulation protocol cannot be used with IP packets that have been fragmented [27], since the tunneling header does not provide a means to indicate that the original packet was a fragment.

All registrations of a mobile host with its home agent must be authenticated, in order to guard against malicious forged registrations. Without authentication, an attacker could register a false care-of address for a mobile host, causing its home agent to arbitrarily redirect future packets destined to the mobile host. Registration authentication must verify that the registration request legitimately originated with the mobile host, that the request has not been altered in transit to the home agent, and that an old registration request is not being replayed (perhaps long after the mobile host was at that care-of-address).

The protocol currently uses authentication based on the MD5 secure one-way hash function [28]. A “keyed MD5” algorithm is used, based on a secret key shared between a mobile host and its home agent, such that the authentication value can only be correctly computed by a node knowing the secret key. Administration of the shared secret key should be fairly simple, since both the mobile host and its home agent are owned by the same organization (both are assigned IP addresses in the home network owned by that organization). Manual configuration of the shared key may be performed, for example, any time the mobile host is at home, while other administration of these hosts is being performed. Replay protection currently may use either nonces or timestamps.

**Route Optimization Extensions**

In the basic IETF Mobile IP protocol, while a mobile host is away from its home network, all packets for the mobile host must follow the path shown in Figure 1. Each packet is routed through the Internet to the

<table>
<thead>
<tr>
<th>Vers</th>
<th>IHL</th>
<th>TOS</th>
<th>Total Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP Identification</td>
<td>Flags</td>
<td>Fragment Offset</td>
<td></td>
</tr>
<tr>
<td>TTL</td>
<td>Min Encap</td>
<td>IP Header Checksum</td>
<td></td>
</tr>
<tr>
<td>Tunnel Source IP Address</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care-of Address</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orig Protocol</td>
<td>S</td>
<td>Tunnel Header Checksum</td>
<td></td>
</tr>
<tr>
<td>IP Address of Mobile Host</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original IP Source Address (only present if S set)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCP/UDP/etc</td>
<td>. . .</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3** Mobile IP tunneling using “minimal” encapsulation
mobile host’s home network and must then be tunneled by the mobile host’s home agent to the mobile host’s current location. This indirect routing through the home agent in general causes unnecessary overhead on the home network and on the portion of the Internet leading to and from the home network, and causes unnecessary latency in the delivery of each packet to the mobile host.

We have developed a compatible set of extensions to the basic IETF Mobile IP protocol to address this problem, and these extensions are now being standardized alongside the basic Mobile IP protocol within the IETF [17]. These extensions, known as “Route Optimization,” allow other hosts or routers sending packets to a mobile host, to dynamically learn and cache the mobile host’s current location; the sending node can then tunnel its own packets directly to the mobile host, bypassing the trip to and from the home agent. This feature has been present in all of our designs submitted to the Mobile IP Working Group [12, 13, 15, 23], and we view it as essential for the efficiency and scalability of the protocol.

In the Route Optimization extensions, when a mobile host’s home agent intercepts and tunnels a packet to a mobile host away from home, the home agent also returns a binding update message to the original sender of the packet, as shown in Figure 4 (a). This allows the sender to cache the current binding of the mobile host and to use the care-of address in the binding in tunneling its own packets to the mobile host in
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**Figure 4** Operation of the Route Optimization protocol extensions
the future, as shown in Figure 4 (b). One challenge that must be addressed in the design of this mechanism, though, is that of cache consistency, as when a mobile host moves to a new location, all cached copies of its binding at correspondent hosts become out-of-date.

With Route Optimization, when a mobile host moves from one foreign agent to another, it may notify its previous foreign agent of its new care-of address by sending it a binding update message. This allows the previous foreign agent to cache the new binding of the mobile host, forming a “forwarding pointer” to its new location. If a correspondent host later tunnels a packet for the mobile host using an out-of-date cache entry, the previous foreign agent will receive the packet and will re-tunnel it to the new location. The previous foreign agent also sends a binding warning message to the mobile host’s home agent to request it to send a binding update message to the correspondent host. For example, Figure 4 (c) shows the operation of the protocol after mobile host M has moved from foreign agent FA1 to foreign agent FA2.

If, instead, the cache entry at the previous foreign agent no longer exists by this time (for example, because that entry in the cache was replaced with an entry for a different mobile host), the foreign agent instead forwards the packet to the mobile host’s home agent by tunneling the packet to the mobile host’s own address, as shown in Figure 4 (d). The packet will thus reach the home agent in the same way as any other packet addressed to the mobile host; the home agent will also be able to determine from the tunnel encapsulation header that it was tunneled from this foreign agent, allowing recovery in the case in which the home agent believes that this is the current foreign agent serving the mobile host, but the foreign agent perhaps has crashed and lost its knowledge of the mobile host’s registration.

Cache consistency is thus addressed in both cases by dynamically updating any out-of-date cache entry when it is next used. A packet routed based on an out-of-date cache entry will be routed indirectly to the mobile host’s new location, and the cache entry will be updated as a side-effect.

A further challenge that must be addressed in design of Route Optimization is that of authentication. Unlike the basic IETF Mobile IP protocol, Route Optimization may in general require the ability to authenticate a message to any node in the Internet. In the basic Mobile IP protocol, all control over routing packets to a mobile host rests with the mobile host’s home agent, which intercepts and tunnels all packets to the mobile host. Authentication of registration messages with the home agent in this way is reasonably easy, since the home agent and the mobile can share a secret key. However, with Route Optimization, any correspondent host that is to cache a mobile host’s binding must be able to authenticate the binding update message in which it learns the mobile host’s binding, in order to guard against attacks involving forged binding updates. Authentication is this case is much more difficult, since the correspondent host may in general belong to a different organization than the mobile host and its home agent, and since there is currently no generalized authentication or key management mechanism for the Internet; patent restrictions and export controls on the necessary cryptographic algorithms have slowed development and deployment of such facilities in the Internet.

In the Route Optimization extensions, we are currently using the same style of authentication for binding update messages as is used for registration in the basic IETF Mobile IP protocol. In order for the home agent to send a binding update to a correspondent host, it must share a secret key with the correspondent. Until a key distribution mechanism is defined for the Internet, these keys will be manually configured, and if no shared key exists, the Route Optimization extensions cannot be used with this correspondent. However, we have defined the protocol to minimize the number of pairwise shared secret keys required for operation. By establishing a shared secret key with some home agent, a correspondent host is able to receive authenticated binding updates (and thus to maintain cached bindings) for all mobile hosts served by this home agent. This relationship is fairly natural, since the mobile hosts served by any particular home agent, in general, all belong to a single organization (that also owns the home agent and the home network). If the user of a host often collaborates with any number of people from this organization, manually establishing the shared secret key with this home agent may be worthwhile.
Implementation Status

We have completed an implementation of the mobile internetwork routing protocol under the NetBSD version of the Unix operating system. This implementation contains all features of the basic IETF Mobile IP protocol, and we are currently completing additions to the implementation for Route Optimization and for network connection quality notifications for supporting adaptive higher-layer protocols and applications (described later in this article). Our implementation includes all functions of a mobile host, correspondent host, home agent, and foreign agent, and allows dynamic, transparent switching between the Ethernet, WaveLAN, and CDPD networks of the Wireless Andrew infrastructure. Since NetBSD is based on the 4.4BSD Lite Unix source, we believe our implementation should be able to be ported easily to other versions of Unix derived from one of the Berkeley source distributions, but we have not yet attempted this. We intend to make the source for our implementation freely available once it is completed.

The implementation is divided between a portion in the kernel and a daemon process running on the host. In general, operations which must be performed for each packet, such as encapsulation and decapsulation, are performed in the kernel, whereas higher-level functions and policy decisions are performed within the daemon. For example, the exchange of packets necessary for registration and the management of registration lifetimes is the responsibility of the daemon, which sends messages on a PF_ROUTE routing socket to the kernel to manipulate the kernel’s routing tables. This structure is similar to the implementation of existing routing daemons for Unix, such as routed and gated [33].

Routing in Ad Hoc Wireless Networks

At times, no infrastructure such as the Internet may be available for use by a group of wireless mobile hosts, or the use of an available network infrastructure may be undesirable due to reasons such as cost or convenience. Examples of such situations include disaster recovery personnel or military troops in cases in which the normal infrastructure is either unavailable (such as in a remote area) or destroyed (such as after an earthquake); other examples include business associates wishing to share files in an airport terminal, or a class of students needing to interact during a lecture. If each mobile host wishing to communicate is equipped with a wireless local area network interface, the group of mobile hosts may form an ad hoc network. An ad hoc network is a temporary network, operating without the aid of any established infrastructure or centralized administration.

In an ad hoc network, some hosts wishing to communicate may be outside of wireless transmission range of each other, but may be able to communicate if other hosts in the network are willing to forward packets for them. For example, Figure 5 depicts a simple ad hoc network of three mobile hosts, in which the transmission range of each host’s wireless interface is indicated by a circle around the host. Mobile host A cannot directly send a packet that will reach C, since C is outside A’s wireless transmitter range. However, A can send the packet to B, if B is willing to forward the packet to C by retransmitting it.

An ad hoc network in general requires some form of routing protocol in order to dynamically find multihop paths through the network, and in order to adapt to new routes as the mobile hosts in the network move. Furthermore, the protocol must be able to operate correctly in spite of the varying propagation characteristics of each mobile host’s wireless transmissions, for example due to changes in sources of interference in the vicinity of each mobile host.

Conventional Routing Protocols

Conventional routing protocols for wired networks use either distance vector or link state algorithms, and the basic distance vector algorithm has also been used successfully in some wireless ad hoc networks [8, 18, 25]. In distance vector routing, each router broadcasts to each of its neighbor routers its view of the distance
to all hosts, and each router computes the shortest path to each host based on the information advertised by each of its neighbors. For use in ad hoc networking, each mobile host is treated as a router and periodically broadcasts a routing update packet to any neighbor mobile hosts within its transmission range.

However, in an ad hoc network, network bandwidth, battery power, and available CPU processing time on each host are likely to be limited resources. With distance vector routing, a mobile host must continue to send periodic routing updates, occupying network bandwidth and consuming battery power on the host for the transmissions. Furthermore, each of its neighbor mobile hosts must continue to receive these updates and thus cannot easily conserve its own battery power by putting itself into “sleep” or “standby” mode when not busy with other tasks. In addition, many of the “links” between routers seen by the routing algorithm may be redundant, since all communication is by broadcast transmissions. These redundant links unnecessarily increase the CPU overhead required to process routing updates and to compute new routes.

Finally, conventional routing protocols are not designed for the type of dynamic environment that may be present in ad hoc networks. In conventional networks, links between routers occasionally go down or come up, and sometimes the cost of a link may change due to congestion, but routers do not generally move around dynamically as may happen in an ad hoc network. Distance vector algorithms, in particular, converge slowly to new, stable routes after changes in topology, and may create temporary routing loops and “black holes.” Furthermore, in some environments and host configurations, distance vector protocols may compute some routes that do not work, since wireless transmissions between two hosts may not necessarily work equally well in both directions, due to differing propagation or interference patterns around the two hosts. Depending on the wireless network MAC protocol in use, even though a host such as A in Figure 5 may receive a routing update from another mobile host such as B, packets A might then transmit to B for forwarding may not be able to reach it.

**A Dynamic Source Routing Protocol**

We have designed a new routing protocol for ad hoc networks based on a different type of routing. Rather than using either distance vector or link state routing, our new protocol uses dynamic source routing of packets between hosts in the ad hoc network [14, 16]. In source routing, the sender of a packet determines the complete sequence of nodes through which to forward the packet, and lists this route in the packet’s header; when received by each node along this path, the packet is simply retransmitted to the next “hop”
indicated in the path. Source routing has been used in a number of contexts for routing in wired networks, using either statically defined or dynamically constructed source routes, and has been used with statically configured routes for routing in a wireless network [19].

In our dynamic source routing protocol, there are no periodic routing messages of any kind. Each mobile host participating in the ad hoc network maintains a route cache in which it caches source routes that it has learned. When one host sends a packet to another host, the sender first checks its route cache for a source route to the destination. If a route is found, the sender uses this route to transmit the packet. If no route is found, the sender may attempt to discover one using a route discovery protocol. While waiting for the route discovery to complete, the host may continue normal processing and may continue to send and receive packets with other hosts. The host may buffer the original packet in order to transmit it once the route is learned from route discovery, or it may discard the packet, relying on higher-layer protocol software to retransmit the packet if needed.

In route discovery, the sender broadcasts a route request packet, which propagates as needed through the ad hoc network either to the intended destination host or to another host that can reply giving a route from the sender to the destination. The reply is returned to the original sender in a route reply packet. Each route request packet from a sender contains a unique request id. As the request propagates, each host adds its own address to a route being recorded in the packet, before broadcasting the request on to its neighbors (any host within range of its wireless transmission). When receiving a request, if a host has recently seen this request id or if it finds its own address already recorded in the route, it discards that copy of the request and does not propagate that copy further. The protocol makes extensive use of caching of routes and partial routes, and hosts may reply from their cache with routes to other hosts in order to avoid propagating a route discovery packet. Capitalizing on the broadcast nature of wireless transmissions, the protocol also takes advantage of promiscuous receive mode in the network interface to optimize route discovery. For example, mobile hosts can learn routes from arbitrary passing data packets (even those not addressed to the host), and can automatically shorten routes in use when two hosts move close enough together to remove an intermediate hop from the route.

Figure 6 illustrates a sample execution of the basic route discovery protocol, in which mobile host $A$ is attempting to discover a route to host $D$. Each individual route request message sent is indicated by an arrow from the sending to the receiving mobile host, and the wireless transmission range of each mobile host is indicated by a circle around that host. When a host receives a route request message, it discards the request if it appears to be a duplicate; the non-duplicate request messages in Figure 6 are indicated in bold. As shown, the route request messages propagate outward from the host initiating the discovery, with only non-duplicate messages causing further propagation. Optimizations to the protocol making full use of the route cache also prevent a host receiving a route request from propagating the request if it can complete the request from its route cache.

While a host is using any source route, it monitors the continued correct operation of that route. If the sender, the destination, or any of the other hosts named as hops along a route should fail or be turned off, or should move out of wireless transmission range of the next or previous hop along the route, the route can no longer be used to reach the destination. We call this monitoring of the correct operation of a route in use route maintenance. Route maintenance may use both active or passive acknowledgements. Active acknowledgements may use the hop-by-hop link-level acknowledgements already present in many wireless network MAC protocols, or may rely on a combination of existing transport or application acknowledgements or explicitly requested network-level acknowledgements. Passive acknowledgements [18] provide “free” hop-by-hop acknowledgements by using promiscuous receive mode in a host’s network hardware to receive the transmission of the packet to the next hop from the host to which this host sent it on this hop; for example, in Figure 5, host $A$ can generally hear $B$’s transmission of the packet on to $C$. When route maintenance detects a problem with a route in use, the host detecting the error returns a route error packet.
Figure 6  Operation of the route discovery protocol

to the original sender of the failed data packet, which then uses route discovery again to discover a new, correct route to the destination.

Simulation Results

We have not yet implemented our dynamic source routing protocol for routing in ad hoc wireless networks, but we have performed a detailed simulation study of its behavior and performance using a packet-level simulator [16]. In addition to a number of parameter choices in the protocol, the simulator allows us to vary certain environmental factors such as the number of mobile hosts, the pattern and speed of host movement, and the distribution of the hosts in space. Each host is initially placed at a random position within the simulation area. During the simulation, a host pauses at its current position for a configurable period, and then chooses a new location and velocity with which to proceed there. Each host continues this behavior, alternately pausing and moving to a new location, for the duration of the simulation, appearing to wander through the simulation area with its restlessness determined by the configured pause time. During the simulation, hosts may originate up to three simultaneous conversations, with each conversation lasting for a randomly chosen number of packets sent at randomly chosen rate. For each transmission, the simulator includes a small probability (5%) of a transmission error due to wireless interference, and the Data Link layer in the simulation retransmits a packet up to 3 times before reporting a transmission failure to the Network layer. We executed 20 runs of the simulator for each of a number of different movement rates and numbers of mobile hosts in the simulated ad hoc network, with each run simulating over one hour of execution (4000 seconds).

Figure 7 shows the average total number of Network-layer transmissions performed relative to optimal, over the 20 runs. Here, the optimal number of transmissions is taken to be the minimum number necessary for each data packet to reach its destination, if perfect routing information were available and if no wireless transmission errors occur; the number of transmissions actually performed includes those necessary for route request, route reply, and route error packets, as well as those needed to forward data packets over the routes determined by the protocol. For all but the highest rates of host movement simulated, the overhead of the protocol is quite low, falling to just 1% of total data packets transmitted for moderate movement rates.
Figure 7  Average total number of transmissions performed relative to optimal

in a network of 24 mobile hosts. Figure 8 shows the length of routes used for forwarding data packets, relative to the optimal route length if perfect routing information were available. (The scale on the vertical axis on this graph differs significantly from that in Figure 7 in order to clearly show the relevant data.) In most cases, the average route lengths are within a factor of 1.01 of optimal, indicating the degree to which the protocol is able to track the mobile hosts as they move about.

Support for Adaptive Higher-Layer Protocols and Applications

Because of the wide variety of wireless networking hardware and services, there may be substantial changes in connection quality when a mobile host moves from one location to another, particularly if the best available network connection in the new location uses a different type of network than the old connection. For example, when moving from a high-speed wireless LAN to a wide-area wireless data service, bandwidth may decrease and latency may increase each by about two orders of magnitude. In addition, some changes in type of network may involve equally significant changes in factors such as transmission error rate and usage cost in bytes or packets transmitted or in connection time charges. In general, such differences are inherent in the wireless media, since each product or service must make certain tradeoffs between these factors in order to make best use of the limited electromagnetic spectrum shared among all users.

If protocols and applications on the mobile host and on correspondent hosts are able to learn of such changes in the mobile host’s network connection quality, they may be able to adapt their behavior to the new conditions. For example, reliable transport protocols such as TCP could adjust their congestion control and recovery algorithms [3] and their timeout and retransmission strategies. At the application level, a disconnected file system such as Coda [20] may be able to make better decisions about when or how to reintegrate modified files, avoiding sending modified files back to the file server over a slow or expensive network connection [29]; or a program such as a World Wide Web browser or server may be able to dynamically alter the type or level of compression used in transferring images or video [22].
Figure 8  Average route length used relative to optimal

We have designed a preliminary protocol API and set of extensions to the IETF Mobile IP protocol to provide notification to mobile-aware protocols and applications on a mobile host, when the quality of that mobile host’s connection changes as it moves from one location to another. In addition, these extensions support the dynamic extension of this notification to other hosts (and thus to the mobile-aware protocols and applications on those hosts) that communicate with the mobile host. The notification includes information on the bandwidth, latency, error rate, and service cost of the mobile host’s current network connection. When a mobile host discovers and registers with a new foreign agent, it will obtain from the foreign agent an indication of the properties of the local network on which it is registering. As a part of the new registration on the mobile host, the Mobile IP software will cause an upcall [5] into each other protocol module or application that has registered interest in such changes. We have also extended the Route Optimization mechanism of the Mobile IP protocol to include notification of these connection quality changes along with the binding update message used to update a correspondent host’s routing to the mobile host. When received by the correspondent host, these notifications will cause similar upcalls to notify mobile-aware protocols and applications on the correspondent host.

Changes in a mobile host’s network connection quality may occur at times not associated with mobility, such as by gradual increases in congestion, but these types of changes are similar to those that occur even in wired networks of stationary hosts. In contrast, when switching to a new type of network, connection quality changes may be dramatic. Even when moving to a new location serviced by the same type of network as in the previous location, the local environment may be significantly different; for example, there may be many more users sharing the network in the new location, or there may be substantially different sources of interference present. By integrating detection and notification of these changes with the mechanism necessary to update the routing to the new location, we are able to perform this detection and notification with little or no cost. We are also currently exploring methods for combining this type of connection quality detection and notification with other approaches including periodic active monitoring of the network.
Related Work

Mobile Internetwork Routing

A general plan for mobile host routing on the Internet was first suggested by Sunshine and Postel in 1980 [30], although the first complete protocol designs did not appear until a decade later [11, 31]. Columbia University’s “Mobile*IP” protocol is perhaps the most popular of these early protocols since an implementation of it is available, but the protocol provides only limited support for mobility outside a mobile host’s home campus environment. Sony’s VIP protocol provides global mobility, but is less compatible with the existing Internet infrastructure. VIP also supports a function similar to Route Optimization, although it included no facilities for authenticating cache updates. The caching support in VIP also is less scalable than in the Route Optimization extensions, since VIP attempts to cache the location of each mobile host at all intermediate routers between the sender and the mobile host’s home network, including at backbone routers which could be handling traffic for many different mobile hosts.

The first version of the current form of the Route Optimization extensions appeared in our protocol using IP’s loose source routing option [12]. Unlike IBM’s protocol developed at the same time that also used IP loose source routing [26], though, our protocol used this IP option only as a tunneling mechanism and used separate control packets similar to the current binding update packets. This difference is important, since many existing implementations of the IP loose source routing option do not work correctly for more than the simple tunneling behavior required by our protocol. In later versions of our work, we developed an encapsulation protocol instead of using the loose source routing option, in order to include additional optimization and robustness functions in the protocol which the existing IP loose source routing option could not do [13, 15]; this encapsulation protocol is present in the current IETF Mobile IP protocol as the “minimal” encapsulation protocol. Use of encapsulation rather than the loose source routing option also avoids the significant performance degradation in the forwarding of packets containing IP options experienced by many IP router implementations.

Working together with Charles Perkins of IBM and Andrew Myles of Macquarie University, we later developed a new protocol containing many features of this protocol and including a simple form authentication that did not require key management or encryption [23]. A similar simple authentication mechanism was also used in recent mobile routing work done at Harvard University [1]. This scheme relies on a general property of routing in the Internet in which hosts or routers not connected to the normal routing path of a packet cannot eavesdrop on or reroute that packet. By including a randomly generated authenticator value in a packet sent to another node, the original sender can authenticate the reply from that node, by requiring that the same random value is returned in the reply. Although this simpler scheme requires no configuration of shared secret keys, it is less secure; this general property of Internet routing security has been severely weakened by increasing attacks in recent years, and any of the links over which such an authentication may take place may be wireless, enhancing the ability of any attacker to eavesdrop on the exchange containing the authenticator value.

Routing in Ad Hoc Wireless Networks

Routing in ad hoc networks was the subject of extensive study in the ARPA Packet Radio project [18]. Although dynamic source routing protocols were considered in this work, the protocols used were based on distance vector routing. The amateur radio community has also worked extensively with routing in wireless networks of (sometimes) mobile hosts [19], and originally used source routing with static, manually constructed routes. Although some had considered the possibility of a more dynamic source routing scheme, the routing functions were instead automated using a distance vector routing protocol known as NET/ROM [8]. The recent DSDV [25] protocol is an improved distance vector protocol for use in ad hoc networks, which uses sequence numbers in routing updates to prevent the formation of routing loops.
The general operation of the route discovery protocol is similar in part to that of the Internet’s Address Resolution Protocol (ARP), except that ARP requests do not propagate from a router to its neighbors. The route discovery protocol is also similar to that used for finding source routes in source routing bridges in IEEE 802 LANs. However, in wired networks, a bridge can copy a request from one network interface onto each of its other interfaces and be sure that the request will propagate through the network in an orderly and complete way. In a wireless network, however, a router cannot transmit individually to only some of its neighbors, since all transmissions in a wireless network are broadcast; furthermore, since the hosts in an ad hoc network are mobile, a host cannot generally know the identity of all of its current neighbors.

In general, when hosts move quickly enough and frequently enough, the best strategy that any routing protocol can use is to flood data packets throughout the network in hopes that at least one will reach the mobile host. With distance vector routing, the routing overhead is essentially constant, whether or not hosts are moving. If hosts move more quickly than the routing protocol can converge to new routes, data packets will not be able to reach their intended destinations. With dynamic source routing, instead, there is little or no routing overhead (only route discoveries for hosts for which no route is yet cached) when host movement is very slow or infrequent. When movement rates increase, routing overhead correspondingly increases as new route discoveries are triggered by route maintenance; by performing new route discoveries as needed, though, data packets can continue to be correctly routed even during periods of frequent most movement.

**Conclusion**

We are currently completing our implementation of the Mobile IP protocol and our extensions to it, and will soon begin implementation of our dynamic source routing protocol for wireless ad hoc networks. We are also considering the interface between these two protocols to allow the interconnection of an ad hoc network with a wide-area network such as the Internet, reachable by some but not all of the ad hoc network hosts. The ad hoc network would essentially form a “cloud” around the foreign agent with which some of the of the ad hoc network hosts are also registered. The ad hoc network routing thus serves to extend the range of service of the foreign agent. We are also expanding our simulator to study other ad hoc network routing protocols, including those based on distance vector and link state protocols, and to study the performance and scalability of the Mobile IP protocol and extensions. We also plan to study a number of additional extensions to the Mobile IP protocol to further improve handoff speed and efficiency when moving to a new location, and to develop a protocol for internetwork routing of multicast packets to and from groups including mobile hosts, supporting efficient routing to each receiver and efficient updating of routing state to balance updating and routing costs for different host movement rates and multicast packet transmission rates.

The protocols described in this article support transparent movement of mobile hosts throughout the Internet, including dynamic switching between different types of network connections to utilize the best available network connection at any time. For example, a user’s laptop computer may be connected to an Ethernet while in his or her office, but when disconnected and carried away, can dynamically and transparently switch to a high-speed wireless LAN connection such as through AT&T WaveLAN. When carried off campus or otherwise too far from a building equipped with WaveLAN, the mobile host can again switch transparently to a wide-area data service such as CDPD. When returning again within range of WaveLAN or when reconnecting to the Ethernet, the network connection can again dynamically switch. With each change in location or type of network, the routing of packets to the mobile host is dynamically adapted, and higher-layer protocols and applications on the mobile host and on other hosts communicating with the mobile host are able to adapt their behavior to the new network connection quality. When not connected to the Internet, mobile hosts can dynamically form ad hoc networks, with automatic routing of...
packets between hosts in the ad hoc network, utilizing other hosts in the ad hoc network to forward packets to the destination if necessary.

Host mobility and wireless networks require us to rethink design strategies and decisions at every level of the protocol hierarchy. This article has focused on our current work in the Monarch Project at Carnegie Mellon University in developing a set of protocols and protocol interfaces for supporting adaptive wireless and mobile networking support. With the proliferation of mobile computers such as laptops and personal digital assistants, and with the increasing availability of wireless networking products and services, the need for this support is of great current practical importance. We expect this work to play a key role in building the mobile computing infrastructures of the future.
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